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Abstract

Using 14,800 forecasts of one-year S&P 500 returns made by Chief Financial Officers over a 12-year period, we track the individual executives who provide multiple forecasts to evaluate how they adapt and recalibrate in response to return realizations. We present a simple model of Bayesian learning which suggests that the evolution of beliefs should be impacted by return realizations, but that stronger priors yield a sluggish response. While CFOs’ forecasts are unbiased, their confidence intervals are far too narrow, implying a very strong conviction in their beliefs. Consistent with Bayesian learning, we find that when return realizations fall outside of ex-ante confidence intervals, CFOs’ subsequent confidence intervals become significantly wider. However, the magnitude of the updating is apparently dampened by the tightness of prior beliefs and, as a result, miscalibration persists.
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1. Introduction

Miscalibration of beliefs, defined as a form of overconfidence in which confidence intervals over uncertain outcomes are too narrow, has been documented in numerous psychological and economic studies. Examples include students estimating the number of eggs produced in a calendar year (Alpert and Raiffa, 1982), well-educated judges estimating the year of the first hot air balloon flight (Soll and Klayman, 2004), and business managers forecasting their firms’ sales growth (Barrero, 2018). Ben-David, Graham, and Harvey (2013) (hereafter BGH) find that only 36% of realized stock market returns fall within the 80% confidence intervals provided by top executives.

There are many proposed explanations for this type of overconfidence, ranging from cognitive issues linked to anchoring, confirmation bias, and insufficient adjustment, to a general failure of intuitive thinking (see, for example, Kahneman (2011) and Moore et al. (2016)), and it is unlikely that there is a single “cause” to this effect. One of the potential remedies to miscalibration is feedback. However, most studies of miscalibration measure private beliefs at a single point in time without accounting for the possibility that subjects learn. As such, these studies provide little insight into the persistence of miscalibration and whether it dissipates over time. In the presence of severe miscalibration, do individuals learn and improve their calibration over time? We seek to answer this question in this paper.

We use a unique dataset in which financial executives predict one-year stock market returns and provide a confidence interval. Many of the executives provide multiple predictions over time, i.e., after having observed the realization of their prior forecast. This setting allows us to measure how these executives update their beliefs. We propose a simple model of Bayesian learning to guide and interpret the empirical analysis. The results show that executives widen their confidence intervals after “misses,” consistent with Bayesian learning. While the widening of intervals is economically significant, the size of the widening is insufficient to obtain proper calibration, and, as a result, the miscalibration persists over time.

Our analysis proceeds in three parts. In the first part, we establish that CFOs’ beliefs of future S&P 500 returns are informed by the historical distribution of returns, information which is freely available to all. CFOs pay attention to the benchmark S&P 500 return since their companies are routinely evaluated relative to the overall market and it is unlikely that they can explain their firm’s stock performance without reference to broad market movements. Our database consists of 14,800 predictions of the one-year return on the S&P 500 from 2000 to 2018 for more than 2,800 forecasters. Remarkably, four CFOs have made
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1 Miscalibration is sometimes referred to as overprecision.
over 40 forecasts. The survey respondents also provide 80% confidence intervals for their forecasts, which gauge CFOs’ beliefs of expected return volatility. We have more than 4,000 pairs of observations for which we can observe the initial confidence interval, the return realization, and subsequent change in the confidence interval.

Our results show that while CFOs on average predict returns correctly, they are extremely miscalibrated. We find that the average CFO belief of the one-year S&P 500 return is approximately 5.0%. Consistent with CFOs’ generating unbiased forecasts, the average realized annual return is also 5.0% over the same sample. On the other hand, the standard deviation of realized annual returns is 17.1%, while the average of CFOs’ beliefs of the standard deviation is only 5.5%, less than one-third of the historical experience. Equivalently, the 80% confidence interval of the historical distribution is 43.8 percentage points (pp) wide, while the average confidence interval in our sample is only 14.3 pp wide. This difference is the miscalibration documented in BGH.

In the second part, we turn to modeling how CFOs’ update their beliefs of volatility after observing new returns. We build a model of Bayesian learning of the unknown variance of the return distribution. The model has two key predictions. First, if the observed return falls outside of a confidence interval constructed using the forecaster’s prior belief of the variance, then the new posterior belief of the variance is larger, implying a wider subsequent confidence interval. Second, the magnitude of the widening of the interval crucially depends on not only the size of the miss, but also on the strength of the prior belief. Further, a smaller prior belief of the variance implies that the belief is more strongly held, and thus more miscalibrated forecasters update their beliefs less in response to missing. As a result, miscalibration should be particularly persistent for those most confident in their prior beliefs, who are also the most miscalibrated.

In the third part, we use our unique dataset to test the model’s implications and provide evidence that CFOs’ behavior is consistent with Bayesian learning. CFOs who miss the confidence interval widen their subsequent interval by almost 15%, but since their initial intervals are only 12.3 pp wide, this amounts to updating by only 2.0 pp. In the appendix, we show that our results are robust to controlling for alternative explanations for the observed updating, such as regression to the mean.

Given that our data elicits separate estimates of the upper and lower bounds of the confidence interval, we also examine whether or not CFOs asymmetrically adjust their confidence intervals in response to missing the interval from above or below. We find that CFOs who miss the interval on the downside adjust the lower parts of their intervals by relatively more than the upper parts, and, similarly, CFOs that miss on the upside adjust the upper parts of their intervals by relatively more than the lower parts. Since many of our CFOs respond to
the survey multiple times, we are able to assess the relation between learning and experience, as measured by the number of responses to the survey. We show that CFOs learn less with each subsequent miss of the interval. The first time a CFO misses the interval, they widen by 3.0 pp, 1.5× as large as the baseline estimate for all misses. By the ninth time a CFO misses, however, we estimate no widening of the CI.

The result of insufficient updating is consistent with idea of anchoring in Kahneman (2011, ch. 11). He describes an “adjust-and-anchor heuristic” where, in our context, a CFO has an initial belief for the uncertain variance of S&P 500 returns that acts as an anchor. As the CFO observes more information, she slowly moves away from the anchor. Kahneman argues that “the adjustment typically ends prematurely, because people stop when they are no longer certain that they should move farther.”

Taken together, our estimates characterize the evolution of CFOs’ miscalibration: while confidence intervals widen with repeated misses, the magnitudes of the changes are small and decreasing with experience, and thus the intervals are still too narrow. This is consistent with our model’s prediction that miscalibrated CFOs also hold their beliefs very strongly, which results in muted updating and the persistence of miscalibration.

Section 2 describes our data and documents that CFO market forecasts are miscalibrated. Section 3 discusses CFOs’ prior beliefs and their relation to the historical distribution of returns and, in Section 4, we develop our model of Bayesian learning. The main evidence of recalibration and learning is presented in Sections 5 and 6. Some concluding remarks are offered in the final section.

2. Data

We use a set of stock market predictions made by financial executives in the Duke-CFO survey. Each quarter, the survey is electronically delivered to senior financial executives and subscribers of CFO magazine. The survey contains a set of questions that appear in every survey and several topical questions which poll CFOs on important events related to current economic and geopolitical conditions. This dataset has been used in several prior academic studies. BGH study misclibration patterns for CFOs. Greenwood and Shleifer (2014) analyze a long time series of investor expectations and their relation to expected returns in standard finance models. Gennaioli, Ma, and Shleifer (2016) look at a sample of firms and analyze the relation between expectations of growth and investment. In contrast to the learning mechanism developed in this paper, they find that firms often use simple extrapolations in forming their next-period beliefs of growth.

The primary survey question in which we are interested asks:

*Over the next year, I expect the annual S&P 500 return will be:*
- There is a 1-in-10 chance the actual return will be less than __%.
- I expect the return to be: __%.
- There is a 1-in-10 chance the actual return will be greater than __%.

This question elicits both a point estimate of the mean as well as an 80% confidence interval for future realized returns. These inputs can be used to calculate an imputed standard deviation for every forecast. BGH study S&P 500 return predictions collected over 40 quarterly surveys between 2001Q2 and 2011Q2. We update this database to include additional 24 surveys from 2011Q3 to 2017Q3. Our full sample has over 24,000 individual observations, almost 11,000 more than in BGH. In total, we have 14,800 responses for which we can identify the respondent and thus track the evolution of their predictions. Figure 1 illustrates that we are able to construct a large panel by tracking respondents over time. Almost 1,000 executives have responded to the survey exactly twice. Over 400 respondents have responded to the survey at least nine times, and there are almost two dozen CFOs who have responded more than 30 times.

2.1. Managerial Miscalibration

In the BGH sample, CFOs hit their 80% confidence intervals only 36.8% percent of the time, providing striking evidence of miscalibration. Our updated data provide an opportunity for an out-of-sample test. Interestingly, since 2011Q3, CFOs only hit their confidence intervals 24.0% of the time, suggesting they have become more miscalibrated on average. This difference of almost 10% is both economically and statistically significant.

Over the full sample, CFOs hit their 80% confidence intervals only 31.5% of the time. Figure 2 illustrates the percentage of responses in each survey that hit the forecast interval. We calculate annual S&P 500 returns in 12-month rolling windows from 1950 to 2018. The

\[ \sigma = \frac{P_{90} - P_{10}}{2.65} \]

2Bloom et al. (2017) use data from the Census Bureau’s Management and Organizational Practices Survey on firms’ reported subjective probability distributions of important future outcomes such as employment and input costs. They find that firms’ subjective expectations are generally coherent probability distributions and similar to historical data, indicating that firms are able to generate accurate subjective distributions based on previous observations of data. Similarly, the evidence presented in the next section of CFOs’ unbiased forecasts and relation to historical data indicate that they understand and coherently respond to this survey question.

3Keefer and Bodily (1983) show that the following method for calculating the imputed standard deviation of a continuous random variable, given the 10th and 90th percentiles, is preferred:

4In BGH, CFOs hit their 80% confidence intervals over the first part of the sample, from 2001Q2 to 2011Q2, 36.3% of the time. This minor difference is due to a slightly modified algorithm for cleaning and merging data across surveys.
Figure 1: Overview of Panel Length

![Graph showing the number of CFOs responding to the survey]

Figure shows the number of forecasts given by CFOs in our sample. For example, approximately 950 CFOs responded to the survey exactly twice.

10th and 90th percentiles are −12.5% and 28.1%, respectively, implying that an 80% confidence interval is 40.6 pp wide. Only 3.5% of responses have confidence intervals at least 40.6 pp wide. These results using the full sample are consistent with those in BGH. Their results appear to be validated out-of-sample, and, if anything, CFOs appear more miscalibrated than in the original study.

Table 1: Confidence Interval Width Summary Statistics

<table>
<thead>
<tr>
<th></th>
<th>All Forecasts</th>
<th></th>
<th>Single Forecasts</th>
<th></th>
<th>Repeat Forecasts</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Hit</td>
<td>Miss</td>
<td>All</td>
<td>Hit</td>
<td>Miss</td>
<td>All</td>
</tr>
<tr>
<td>Mean</td>
<td>20.7</td>
<td>11.7</td>
<td>14.3</td>
<td>19.8</td>
<td>11.2</td>
<td>13.7</td>
</tr>
<tr>
<td>Median</td>
<td>18.0</td>
<td>9.0</td>
<td>10.0</td>
<td>15.0</td>
<td>8.0</td>
<td>10.0</td>
</tr>
<tr>
<td>25th Percentile</td>
<td>10.0</td>
<td>5.0</td>
<td>6.0</td>
<td>10.0</td>
<td>5.0</td>
<td>6.0</td>
</tr>
<tr>
<td>75th Percentile</td>
<td>30.0</td>
<td>15.0</td>
<td>20.0</td>
<td>25.0</td>
<td>15.0</td>
<td>20.0</td>
</tr>
<tr>
<td>Observations</td>
<td>4,308</td>
<td>10,492</td>
<td>14,800</td>
<td>3,015</td>
<td>7,142</td>
<td>10,157</td>
</tr>
</tbody>
</table>

Summary statistics of 80% confidence interval widths. Repeat Forecasts are those for which we have the respondent’s initial forecast, the realized return, and the subsequent forecast. The reported values are for the subsequent confidence interval. Single Forecasts are those for which we do not observe the subsequent forecast. The forecast hit the confidence interval if the observed return falls within the confidence interval and missed otherwise. The 80% confidence interval for annual S&P500 returns in 12-month rolling windows from January 1950 to September 2018 is 40.6 percentage points wide.
The percentage of survey responses with the ex-post return falling within the ex-ante 80% confidence interval (calculated using All Forecasts, see Table 1). The grey bars represent the sample covered by Ben-David, Graham, and Harvey (2013) and the blue bars are the new survey periods in our sample. The solid black line is the sample average across all surveys and each dashed black line is the subsample average. The average number of respondents per survey is 355 in the earlier part of the sample and 395 in the later part of the sample.

2.2. Width of Confidence Intervals

In the next two sections, we present simple summary statistics of the data used in our primarily analysis. Table 1 presents statistics about the widths of confidence intervals in our sample. The first three columns represent the entire sample of forecasts. The mean width of CFO 10th-90th percentile confidence intervals for market returns is 14.3%. As noted above, the distribution of annual S&P 500 returns implies an 80% confidence interval that is 40.6% wide. The 75th percentile of forecasters have a confidence interval (CI) width of 20.0%, which is still only half of the interval implied by the actual return data. CFOs’ confidence intervals are far too tight around their point estimates, implying miscalibration.

Conditioning on whether the realized return falls within the forecast interval ex-post, we find that, not surprisingly, those who were successful in hitting the interval had ex-ante wider intervals. The median forecaster who hits the interval has an interval twice as wide as the forecaster who misses, and this pattern is consistent at other percentiles of the distribution.

To study learning, we analyze pairs of “Repeat Forecasts” from the same respondent
where we observe the initial confidence interval, the realized return, and the new confidence interval exactly four quarters ahead. The final three columns of Table 1 summarize the new confidence interval for 4,643 Repeat Forecasts, with the middle three columns summarizing the remaining 10,157 “Single Forecasts.” Overall, the width of the CIs for the Repeat Forecasts is only slightly larger than the Single Forecasts, suggesting two preliminary findings. First, if there is learning, it appears limited. Second, the repeat forecasters are still badly miscalibrated, with a mean confidence interval of 15.6%, much smaller than the 80% interval based on historical S&P 500 returns of 40.6%.

2.3. Symmetry of Confidence Intervals

Our unique dataset separately elicits the upper and lower bounds of CFOs’ 80% confidence intervals. Unsurprisingly, most CFOs’ intervals are somewhat asymmetric. We construct a simple measure of asymmetry as:

\[ A = \frac{r_U + r_L}{2} - r_P, \]

where \( r_P \) is the point forecast, \( r_U \) is the upper bound, and \( r_L \) is the lower bound. When \( A = 0 \), the interval is symmetric. When \( A > 0 \), the interval is skewed to the right. When \( A < 0 \), the interval is skewed to the left.

Figure 3: Distribution of Asymmetry in Full Sample

The distribution of the measure of asymmetry, \( A = \frac{r_U + r_L}{2} - r_P \), where \( r_P \) is the point forecast, \( r_U \) is the upper bound, and \( r_L \) is the lower bound. When \( A = 0 \), the interval is symmetric, when \( A > 0 \), the interval is skewed to the right, and when \( A < 0 \), the interval is skewed to the left. We exclude the top and bottom percentile of observations.

Figure 3 presents the distribution of this measure of asymmetry. The mean asymmetry is approximately −1.5 pp and there are many more left-skewed confidence intervals than right-
skewed. However, approximately 21% of the observations have zero asymmetry, and just under 75% are symmetric to within two percentage points. Given this, it is not unreasonable to initially examine a model that imposes symmetry, though in our empirical analysis we exploit and analyze the asymmetries in confidence intervals.

2.4. Volatility

CFO confidence intervals are likely influenced by perceptions of market volatility. Given the well documented time-varying nature of volatility, if CFOs miss the interval because of an unpredictable change in volatility, characterizing the miss as miscalibration may be unfair. For example, in the 2008Q1 survey, none of the 280 CFOs interviewed hit their CI for the one-year-ahead S&P 500 return (−47.2%). Unexpectedly volatile markets in the wake of the financial crisis surprised CFOs to such a degree that both their point forecasts and confidence intervals were completely off the mark.

To understand how confidence intervals evolve, we study how forecasters’ beliefs about volatility evolve through time. Distinguishing between expected and unexpected changes in volatility is important. Since CFOs’ forecast intervals should incorporate their beliefs of expected changes in market volatility, unexpected volatility changes can render forecasted confidence intervals ex-post inaccurate, though ex-ante they might be well-formed given the information available when the forecast was made. Therefore, in studying the evidence surrounding learning and the evolution of volatility beliefs, we must be careful to control for both expected and unexpected changes.

As such, we construct a model of expected volatility by estimating a quarterly AR(1) process directly on the series of realized volatility (RV), measured using one year of daily S&P 500 returns. To match the horizon of our survey question, we generate a four-quarter-ahead forecast as our measure of expected volatility over the next year. In a given period, the expected change in volatility is the forecast for volatility minus realized volatility, both from the previous period. Unexpected volatility is the difference between current period realized volatility and the forecast of current volatility from the previous period. The two series can be summarized as:

\[
\text{Unexp. Vol}_t = \text{Vol}_t - E_{t-1}\text{Vol}_t,
\]

\[
\text{Exp. Δ Vol}_t = E_{t-1}\text{Vol}_t - \text{Vol}_{t-1}.
\]

The correlation between unexpected changes in volatility and forecasting accuracy, measured as the percentage of CFOs who hit the interval for each survey, is −0.29.\footnote{We also estimated a GARCH(1,1) model and found similar results.} Unsurprisingly,
this implies that when unexpected volatility is large, forecasting accuracy suffers.

3. Where Do Beliefs Come From?

The survey question we use elicits CFOs’ beliefs of the two parameters governing the return distribution: the mean and the variance. Since CFOs are not certain about the values of these parameters, their beliefs are also distributions. This is Bayesian uncertainty.\(^6\) Thus we are interested in the sources of four objects: the mean and variance of the distribution of beliefs of the mean, and the mean and variance of the distribution of beliefs of the variance.

When asked to make her forecast of the S&P 500 return, the CFO must summarize her distribution of beliefs into a single quantity. We assume that the CFO summarizes her beliefs by responding with the mean of each belief distribution. As is standard in the literature, we assume that the belief of the mean is normally distributed and the belief of the variance is distributed according to a gamma distribution. These distributions are fully characterized by their first and second moments.\(^7\) To maintain clarity, we will refer to the mean of each belief distribution as the belief, and the variance of each belief distribution as the tightness or conviction with which the belief is held.

Figure 4 presents a process model of how each forecaster forms their belief of the return distribution, which is assumed to be normally distributed with a belief of the mean, \(\bar{r}_{\text{prior}}\), and a belief of the variance, \(\sigma_{r,\text{prior}}^2\). These summary beliefs that CFOs report are each derived from two underlying distributions; one for the mean and the other for the variance.

3.1. Prior Beliefs of Mean and Variance

Focusing first on the left side of Figure 4, the question about the point forecast elicits the belief of the mean, \(\bar{r}_{\text{prior}}\). Similarly, in the right side of the figure, the questions about the confidence interval elicit the belief of the standard deviation, \(\sigma_{r,\text{prior}}\). These are the first moments of each belief distribution and are sufficient to generate forecasts of the future S&P 500 return distribution.

Where do these beliefs come from? CFOs likely use historical return distributions to generate the beliefs that they report in our survey. Suppose the CFO responding to the survey in 2018 and she has access to stock returns dating back to 2000. Denote the series of \(N_y\) observations of historical returns by \(\{y_i\}_{i=1}^{N_y}\). She wishes to use these data to generate beliefs of the mean and variance of the return distribution.

The natural candidate for the belief of the mean is the sample mean of the historical returns, and, similarly, the natural candidate for the belief of the variance is the sample

\(^6\)We provide a more detailed comparison of Bayesian and Knightian uncertainty in Section Appendix A.

\(^7\)These distributional assumptions are further discussed in Section 4.
Table 2: Mean and Standard Deviation of CFO Beliefs and Historical Return Distributions

<table>
<thead>
<tr>
<th></th>
<th>CFO Beliefs of Return Distribution</th>
<th>Historical Returns (to 2018)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean 5.0</td>
<td>2000 5.0 8.9 10.1 8.5 8.4</td>
</tr>
<tr>
<td></td>
<td>Standard Deviation 5.5</td>
<td>1990 17.1 16.5 16.8 17.1 16.4</td>
</tr>
<tr>
<td></td>
<td>Std. Dev. Ratio (λ) –</td>
<td>1980 0.322 0.333 0.327 0.322 0.335</td>
</tr>
</tbody>
</table>

Notes: CFOs beliefs of the return distribution are calculated using their forecasts of the S&P500 return. The mean is the average forecast of future S&P500 returns and the standard deviation is the average imputed belief of volatility (measured using the formula in footnote 3). The mean and standard deviation of the historical distribution of realized returns are calculated beginning from each listed year through the end of 2018. The standard deviation ratio, λ, is the ratio of the CFO belief of the standard deviation, 5.5%, and the historical standard deviation.

variance. Table 2 compares the beliefs implied by CFOs responding to our survey to the historical distribution of realized returns. The first column calculates the average forecasted return and the average of the imputed standard deviation for each CFO forecast. The remaining columns calculate the mean and variance of historical return distributions over different samples. Specifically, we calculate the quarterly one-year-ahead S&P 500 return. Between 2000 and 2018, roughly corresponding to our survey sample period, the annualized mean of the historical return distribution was 5.0% and CFOs’ belief of the mean of the return distribution was also 5.0%. This implies that overall, CFOs’ beliefs of the mean of the return distribution are unbiased.8

---

8We note that we are comparing the unconditional mean of the historical return distribution to CFOs’ conditional belief of the mean of the return distribution. Assuming the return distribution is stationary, the similarity of the unconditional mean and the conditional one-year-ahead forecast implies that information at the forecast time is not useful for forecasting one-year-ahead returns.
This figure illustrates the relation between the belief distributions of the mean and variance and the belief of the return distribution. Beginning from the lower left panel, the unknown belief of the mean is a normally distributed random variable. Moving up one panel, this distribution is summarized by its first moment, which forms the belief of the mean. In the lower right panel, the unknown belief of the variance is a gamma-distributed random variable, again summarized by its first moment. Together, these two beliefs form a belief of the return distribution, summarized in the topmost panel.
The standard deviation of the historical return distribution is around 17% for all samples. This is approximately three times larger than the average imputed CFO standard deviation of 5.5%. The third row of Table 2 calculates the ratio between CFOs’ beliefs of the standard deviation and the historical standard deviation, where $\sigma_{CFO} = \lambda \sigma_{historical}$, where $\lambda$ represents the ratio of perceived to realized volatility. Overall, we see that forecasters’ beliefs of the standard deviation are approximately one third of the sample standard deviation.\textsuperscript{9} Thus the belief of the standard deviation (and variance) is very poorly calibrated. Figure 5 plots two normal distributions parameterized by the means and standard deviations of CFO beliefs and realized returns from 2000-2018. This figure illustrates the notion of miscalibration highlighted by BGH and others. Even if forecasters can correctly gauge the (unconditional) mean of the return distribution, their belief of the 80% confidence interval is far too narrow relative to the true distribution, and as a result, realized returns frequently fall outside this interval.

3.2. Conviction of Prior Beliefs

We now turn to the tightness or conviction of the beliefs. These are the second moments of the distributions of beliefs about the mean and variance of the return distribution. Since we have assumed distributions that are fully characterized by their first and second moments, describing the tightness of beliefs will complete the characterization of each belief distribution. The second moment of the distribution of beliefs about the mean is given by $\sigma^2_{u,prior}$. The second moment of the distribution of beliefs about the variance is given by $V[\Gamma(\alpha_{prior}, \beta_{prior})] = \frac{\alpha_{prior}}{\beta_{prior}^2}$.

What are natural candidates for the tightness of the belief distributions? Recall that the beliefs of the mean and variance are derived from the sample mean and variance (of the historical return distribution). Since these sample moments are both random variables, their variances serve as natural candidates for the tightness. In particular, the belief of the mean is given by the sample mean, and thus the tightness is given by the variance of the sample mean,

$$\frac{\sigma^2_y}{N_y},$$

where $\sigma^2_y$ is the (unknown) population variance. Similarly, the belief of the variance is given by the sample variance, and thus the tightness is given by the variance of the sample variance.

\textsuperscript{9}Barrero (2018) estimates a dynamic model that allows managers to have miscalibrated beliefs and finds that managers underestimate the true volatility of the stochastic process by approximately 46%, which is in line with our findings.
This figure presents the difference between the historical distribution of realized returns and CFOs’ beliefs of the return distribution imputed from their forecasts. Though the data exhibit excess kurtosis and are not normally distributed, we illustrate these two distributions as normal distributions with mean and standard deviation calculated from the data (see Table 2). The blue line is parameterized by the mean and standard deviation of the historical return distribution between 2000 and 2018, which are, respectively, 5.0% and 17.1%. The red line represents CFOs’ beliefs of the historical return distribution. The mean, 5.0%, is the average forecast of future S&P returns. The standard deviation, 5.5%, is the average of the imputed standard deviations, measured using individual CFOs’ 80% confidence intervals and the formula in footnote 3.
Table 3: Summary of Belief Distributions and Sources of Beliefs

<table>
<thead>
<tr>
<th>Unknown Parameter</th>
<th>Moment of Belief Distribution</th>
<th>Name</th>
<th>Variable</th>
<th>Source of Beliefs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>mean</td>
<td>belief of mean</td>
<td>$\mu_{prior}$</td>
<td>sample mean</td>
</tr>
<tr>
<td></td>
<td>variance</td>
<td>conviction of belief</td>
<td>$\sigma^2_{\mu,prior}$</td>
<td>variance of sample mean</td>
</tr>
<tr>
<td>Variance</td>
<td>mean</td>
<td>belief of variance</td>
<td>$\sigma^2_{\sigma,prior}$</td>
<td>sample variance</td>
</tr>
<tr>
<td></td>
<td>variance</td>
<td>conviction of belief</td>
<td>$\beta^2_{\sigma,prior}$</td>
<td>variance of sample variance</td>
</tr>
</tbody>
</table>

Since the population variance is unknown, it is estimated using the sample variance. Both of these variances are increasing in the sample variance. Altogether, then, the sample variance is used to inform the prior beliefs in three ways: the belief of the variance, and the tightness of beliefs about both the mean and the variance.

The analysis above highlights that CFOs’ beliefs of the sample variance are much smaller than the historical data suggest they should be. As a result, since the variances of the belief distributions are simple increasing functions of the belief of the sample variance, it follows that CFOs’ variances of the beliefs of the mean and variance are also much smaller than the data suggest they should be. We refer to this as CFOs having a strong conviction in their beliefs. In the Bayesian literature, this is referred to as having strong, or tight, priors. To be clear, miscalibration is when the mean of the belief of the variance is smaller (or larger) than what the realized data would suggest, while having a strong conviction is when the variances of the beliefs of the mean and variance are smaller than what the historical data suggest.

3.3. Summary

Table 3 summarizes the belief distributions and their sources. In our framework, CFOs’ have prior beliefs over two distinct parameters: the mean of the return distribution and the variance.\(^\text{10}\)

\[
\frac{2\sigma^4}{N_y - 1}.
\]

\(^\text{10}\)See (Mood et al., 1974, p. 229) for a detailed derivation of the general case. For ease of exposition, presented here is the case where returns are normally distributed. In the more general case, the variance of the sample variance is given by

\[
\left[ \frac{\kappa}{N_y} + \frac{2}{N_y - 1} \right] \sigma^4,
\]

where $\kappa$ is defined as excess kurtosis.
variance of the return distribution. In turn, a distribution of beliefs is formed for each parameter, and each of these distributions is characterized by a belief (i.e., mean) and tightness (i.e., variance).

The survey directly captures CFOs’ beliefs of the mean and variance. We find that the belief of the mean is in line with the historical distribution of returns. However, consistent with the literature on miscalibration, we find that the belief of the variance is much smaller than what the historical data suggest. Although our data do not provide a direct measure of the tightness of CFOs’ beliefs, as we show below, there exists a simple relationship between tightness of beliefs and the beliefs themselves, and utilizing this, it follows that their beliefs are held with very strong conviction.

4. A Model of Bayesian Learning

We present a model of Bayesian learning to understand how forecasters update their beliefs of S&P 500 returns. While the first moment of the belief distribution is sufficient to produce forecasts of future returns, characterizing the second moment of the belief distribution is important for understanding how beliefs evolve in response to newly observed information.

4.1. A Simple Model of Returns

In this section, we develop a simple model of returns and Bayesian learning. We assume that forecasters believe returns are the sum of a constant mean, $\bar{r}$, and a serially uncorrelated white noise shock, $\epsilon_t \sim N(0, \sigma_r)$, such that

$$r_t = \bar{r} + \epsilon_t \sim N(\bar{r}, \sigma_r).$$

The forecaster’s task is to generate a forecast of $r_{t+1}$ using all information available up to and including $r_t$. This forecast will correspond with $\bar{r}$. Additionally, the agent must generate a confidence interval around her forecast, which will be a function of $\sigma_r$. The forecaster is Bayesian-uncertain about the values parameterizing the distribution of returns: $\bar{r}$ or $\sigma_r$. Though in reality the agent is uncertain about both of these parameters, we will begin by analyzing uncertainty about each parameter individually.

4.1.1. Unknown Mean, Known Variance

We first assume that the forecaster knows the variance of the return distribution, $\sigma_r$, but is uncertain about the mean, $\bar{r}$. This subsection focuses on the belief of the mean in the left
side of Figure 4. Starting from the bottom panel on the left side, the forecaster’s initial belief of the unknown mean is a random variable distributed according to $N(\mu_{\text{prior}}, \sigma_{\mu,\text{prior}})$. The distribution of beliefs about the unknown mean is summarized by its mean, so that

$$\bar{r}_{\text{prior}} = E[N(\mu_{\text{prior}}, \sigma_{\mu,\text{prior}})] = \mu_{\text{prior}}.$$  

In the terminology developed in Section 3, $\mu_{\text{prior}}$ is the belief of the mean and $\sigma_{\mu,\text{prior}}$ is the strength of the belief of the mean. This variance is distinct from the belief of the variance of the return distribution, $\sigma_r$, though we argued earlier that the two are linked.

We choose a Gaussian prior distribution for three reasons. First, it is a commonly used and well-known distribution, and therefore suitable as a starting point. Second, the distribution is physically plausible since the unknown parameter can take on any negative or positive value. Third, when Bayes’ rule is used to combine this prior with newly observed data, the resulting posterior distribution is also Gaussian. This property makes the Gaussian distribution a conjugate prior distribution. Conjugate priors are widely used in the Bayesian literature because they provide analytic tractability, allowing us to derive our main results in closed form.

When tasked with forming a belief for $r_{t+1}$, but before observing the current return, $r_t$, the forecaster’s initial beliefs are given by $\bar{r}_{\text{prior}} = \mu_{\text{prior}}$. Figure 6 illustrates three examples of belief distributions with the same mean, $\mu_{\text{prior}}$, but different variances. A forecaster with any of these distributions will have the same belief but different tightness or conviction in their belief of the mean. Thus any of these beliefs will generate the same point forecast; the differences in conviction of beliefs only become relevant when we ask how the CFO updates her beliefs upon observing new returns.

Suppose that now the CFO observes the return $r_t$ and wants to form a new belief of the unknown mean, $\bar{r}_{\text{posterior}}$, given the initial belief, $\bar{r}_{\text{prior}}$. Combining the newly observed return with the prior belief of the mean yields a newly distributed belief $N(\mu_{\text{posterior}}, \sigma_{\text{posterior}})$, again summarized by $\bar{r}_{\text{posterior}} = \mu_{\text{posterior}}$. The well-known Bayesian updating rule yields that the new belief is directly related to the prior belief’s mean and standard deviation:

$$\mu_{\text{posterior}} = \mu_{\text{prior}} + \frac{\sigma^2_{\mu,\text{prior}}}{\sigma^2_{\mu,\text{prior}} + \sigma^2_r}(r_t - \mu_{\text{prior}}).$$

The newly observed return enters in the second term of this expression as the difference between the observed return and the prior belief of the mean. This difference is multiplied

\[\text{Since the variance is known, there is no need to discuss the prior belief of the variance, i.e., the right side of Figure 4.}\]
Figure 6: Examples of Belief Distributions of Unknown Mean

This figure illustrates three examples of normal distributions that represent beliefs of the unknown parameter, \( \mu \), the mean of the return distribution. All three have the same mean and represent the same belief: \( \mu_{\text{prior}} \). From left to right, the tightness or conviction in beliefs in the mean is increasing (i.e., variance is decreasing). Note that the tightness of the prior for the mean belief should not be confused with the narrow confidence intervals which are linked to the belief of the variance. In this example, we assume the variance is known.

by the ratio of the tightness of the belief about the mean and the (known) variance of the return distribution. As the CFO’s conviction in her belief increases, this ratio decreases. Thus the more strongly held is the prior belief, the less will the CFO incorporate information from the newly observed return into her updated beliefs of the mean.

Consider two CFOs with the same initial beliefs, \( \bar{r}_{\text{prior}} \), but different convictions in their beliefs. Both CFOs generate the same forecast for the S&P 500 return. However, upon observing the same realized return, \( r_t \), their updated beliefs of the mean will be different because of the different convictions in their beliefs. Thus in a world with Bayesian learning, it is plausible to observe forecasters with similar initial beliefs to diverge after observing the same public signal.

4.1.2. Known Mean, Unknown Variance

Next, we instead assume that the forecaster knows the mean of the return distribution, \( \bar{r} \), but is uncertain about the variance, \( \sigma_r \). Beginning in the lower right panel of Figure 4, we assume that the belief of the unknown variance is distributed according to \( \sigma_{r,\text{prior}}^{-2} \sim \Gamma(\alpha_{\text{prior}}, \beta_{\text{prior}}) \), and is again summarized by the mean of this distribution, so that

\[
\sigma_{r,\text{prior}}^2 = E[\Gamma(\alpha_{\text{prior}}, \beta_{\text{prior}})^{-1}] = \frac{\beta_{\text{prior}}}{\alpha_{\text{prior}}},
\]
In the terminology developed in Section 3, \( \sigma^2_{r,prior} \) is the belief of the variance, which is directly linked to the confidence intervals that we study.\(^{12}\) We choose a gamma distribution since the variance must be strictly positive and because it is a conjugate prior distribution. The gamma distribution is parameterized by \( \alpha \), governing the shape, and \( \beta \), which is called the inverse scale or rate parameter.\(^ {13}\) The shape parameter essentially determines the mass surrounding the peak of the probability density while the scale parameter governs thickness of the tails. As the value of the shape parameter increases, the peak of the pdf increases and more mass surrounds out. As the inverse scale decreases, the tails widen, drawing mass from the peak. The prior value for \( \alpha \) can be interpreted as the strength of the prior; the larger is this parameter, the larger is the mass surrounding the peak.

The forecaster uses her belief of the variance of the return, \( \sigma^2_{r,prior} \), to generate a confidence interval around her point forecast of the return. Figure 7 illustrates three examples of belief distributions that generate the same beliefs of the variance with different tightness or convictions. As above, each of these beliefs generates the same confidence interval, but different posterior beliefs in response to observing the same realized return.

Upon observing a new return, \( r_t \), the forecaster’s new belief of the variance is given by:

\[
\sigma^2_{r,posterior} = \frac{\beta_{posterior}}{\alpha_{posterior}} = \frac{\beta_{prior} + \frac{1}{2}(r_t - \mu)^2}{\alpha_{prior} + \frac{1}{2}},
\]

where \( \mu \) is the known mean. This updating expression is helpful for interpreting the hyper-parameters of the gamma distribution. The first, \( \alpha_{prior} \), reflects the number of observations, while the second, \( \beta_{prior} \), tracks the sum of squared differences between the mean of the return distribution and each observed return. The new value for \( \alpha \) reflects the additional scaling required from using one more observation to inform the belief of the variance, while the updated value for \( \beta \) incorporates the additional squared error from this new observation.\(^ {14}\)

As shown in Table 2, overconfident CFOs believe that the variance is much smaller than the historical return data would suggest. This means that their beliefs, \( \sigma_{r,prior} \), are smaller than they should be. Let \( \beta_{historical} \) denote the historical sum of squared differences, and \( \alpha_{historical} \) denote the number of observed returns. Then the correct belief of the variance,

---

\(^{12}\) As noted earlier, the tightness of the belief is given by the variance of the gamma distribution, \( \beta_{prior} \alpha_{prior} \).

\(^{13}\) The gamma distribution can also be parameterized using shape \( k \) and scale \( \theta = \beta^{-1} \).

\(^{14}\) The halves in both expressions are technical artifacts from the density of the normal distribution and should not be over-interpreted. For \( \alpha \), this parameter is used as an exponent and square-halved. With \( \beta \), the half arises from the inner summation in the pdf of the normal density.
Figure 7: Examples of Belief Distributions of Unknown Variance

This figure illustrates three examples of gamma distributions that represent beliefs of the unknown parameter, \( \sigma^2_r \), the variance of the return distribution. The gamma distribution is used since all variances are non-negative. All three represent the same belief: \( \sigma^2_{r,prior} \). From left to right, the tightness or conviction in beliefs is increasing (i.e., the variance of the gamma distribution is decreasing). Note that in our analysis, \( \sigma^2_{r,prior} \) drives the width of the confidence interval. The variance of the belief determines the strength of the prior on the confidence interval.

\[
\sigma^2_{r,historical} \text{ is given by } \sigma^2_{r,historical} = \frac{\beta_{historical}}{\alpha_{historical}}.
\]

Overconfident CFOs believe the variance of the return distribution is smaller than the variance of the historical distribution of returns, i.e., \( \sigma^2_{r,prior} < \sigma^2_{r,historical} \). In our model, this means that either CFOs believe the sum of squared differences is less than the historically observed sum of squared differences, i.e., \( \beta_{prior} < \beta_{historical} \), or that their beliefs were generated using more observations than in the historical distribution, i.e., \( \alpha_{prior} > \alpha_{historical} \). In either case, there are two consequences. First, as noted, overconfident CFOs have a smaller belief of the variance than the historical variance. Second, we see that in the updating expression, a smaller \( \beta_{prior} \) or larger \( \alpha_{prior} \) imply less updating in response to the newly observed return, \( r_t \).

Thus when the variance is unknown, overconfidence effects both the belief and the evolution of the belief, whereas when the mean is unknown, overconfidence only effects the evolution of the belief. Together, an overconfident Bayesian forecaster is one who has miscalibrated beliefs, as documented in Table 2, and also has a very strong conviction in their beliefs, which will be analyzed later in this paper.
4.2. A Model of Conditional Variance

Given the well-known heteroskedasticity of returns, we now consider a more realistic model of conditional variance. We continue to assume that forecasters believe returns are the sum of a constant mean, \( \bar{r} \), and an unanticipated shock, \( \varepsilon_t \):

\[
    r_t = \bar{r} + \varepsilon_t.
\]

Now, however, forecasters believe that volatility follows an ARCH(1) process and is thus is composed of two parts:

\[
    \varepsilon_t = \varepsilon_t \sigma_t \\
    \varepsilon_t \sim N(0, 1) \\
    \sigma_t = \omega + \gamma \varepsilon_{t-1}^2.
\]

With an ARCH(1) process, volatility in the current period is the sum of a constant \( \omega > 0 \) plus an autoregressive component related to volatility in the previous period. The autoregressive component is parameterized by \( \gamma > 0 \), which multiplies the squared unexpected return observed in the previous period, \( \varepsilon_{t-1}^2 = (r_t - \bar{r})^2 \). Using this model, it is straightforward to derive that a forecaster predicts higher volatility in the next period relative to the current period, \( \sigma_{t+1}^2 > \sigma_t^2 \), whenever

\[
    |r_t - \bar{r}| > |r_{t-1} - \bar{r}|.
\]

This simple rule states that when the absolute forecast error in this period is larger than it was in the previous period, then conditional volatility in the next period will likewise increase. This is hardwired due to the (positive) autoregressive component of the process. Crucial to deriving this simple rule is the assumption that the mean is constant over time, but even without this simplification, a similar rule can be derived.

We introduce Bayesian uncertainty by weakening the strong assumption that forecasters can fully characterize the underlying volatility process. Instead, we now assume that forecasters are uncertain about the magnitude of autoregressive parameter, \( \gamma \). To further simplify the exposition, we set \( \omega = 0 \) and therefore \( \sigma_t^2 = \gamma \varepsilon_{t-1}^2 \). The forecaster’s task is to again generate a prediction for next period’s volatility, \( \sigma_{t+1} = \gamma \varepsilon_t^2 \). To do this, the forecaster needs to calculate the squared forecast error \( \varepsilon_t^2 \) and a belief for the autoregressive parameter \( \gamma \).

Once \( r_t \) is observed, the squared error is straightforward to construct. As before, the forecaster uses the newly observed return to update her belief about the unknown parameter. In particular, at the start of period \( t \) and before observing \( r_t \), we assume that her prior be-
liens, $\gamma_{\text{prior}}^{-1}$, are distributed according to a gamma distribution, $\Gamma(\cdot)$, since the autoregressive parameter must be strictly positive.

Given that $\gamma_{\text{prior}}^{-1} \sim \Gamma(\alpha_{\text{prior}}, \beta_{\text{prior}})$, the scale property of the gamma distribution yields that $\sigma_t^{-2} = \gamma_{\text{prior}}^{-1} e_{t-1}^{-2} \sim \Gamma(\alpha_{\text{prior}}, \beta_{\text{prior}} e_t^2_{t-1})$. The derivation then proceeds exactly as above, yielding:

$$\alpha_{\text{posterior}} = \alpha_{\text{prior}} + \frac{1}{2}$$

$$\beta_{\text{posterior}} = \beta_{\text{prior}} e_t^2_{t-1} + \frac{1}{2} (r_t - \bar{r})^2.$$

The resulting posterior distribution is also a gamma distribution with the updated parameters $\alpha_{\text{posterior}}$ and $\beta_{\text{posterior}}$. Using the posterior distribution, the forecaster’s updated belief for the autoregressive parameter,

$$\gamma_{\text{posterior}} = \frac{\beta_{\text{posterior}} e_t^2_{t-1}}{\alpha_{\text{posterior}}},$$

is used to generate the forecast for next period volatility,

$$\sigma_{t+1}^2 = \gamma_{\text{posterior}} e_t^2.$$

The observed return, $r_t$, is used twice: once in the Bayesian-updated belief of $\gamma_{\text{posterior}}$ and once in defining $e_t^2$. To disentangle the Bayesian learning from the autoregressive updating, we focus solely on changes in the belief of the autoregressive parameter. In particular, we can derive that:

$$\gamma_{\text{posterior}} > \gamma_{\text{prior}} \iff (r_t - \bar{r})^2 > \sigma_t^2.$$

The condition on the right hand side can be rewritten as $r_t \notin [\bar{r} - \sigma_t, \bar{r} + \sigma_t]$. If the observed return falls outside a one standard deviation interval around the known mean, $\bar{r}$, then the forecaster updates her belief of the autoregressive parameter $\gamma$ upwards.

All else equal, increasing $\gamma$ increases the forecast of next period volatility. Similarly, if the observed return falls within this interval, the forecaster updates her belief downward, resulting in a decrease in the variance forecast. Overall, however, because the new belief of volatility also incorporates the new squared error, $e_t^2$, understanding the effects of parameter learning requires controlling for changes in volatility that are predicted by the autoregressive component of the model.
5. Learning and Recalibration

Guided by our framework, we turn to the data in order to study how forecasters update their beliefs in response to realized S&P 500 returns. We estimate regressions of the form

\[ \Delta CI_{it} = \alpha + \beta \cdot \text{Miss CI}_{it} + \gamma_i + \omega_t + u_{it}, \]  

where \( \Delta CI_{it} \) is the level change in CI width for forecaster \( i \) between time \( t \) and \( t - 1 \), and Miss CI\(_{it}\) is an indicator that activates when the realized S&P 500 return at time \( t \) misses the CFO’s interval produced at time \( t - 1 \). The coefficient \( \beta \) measures the additional change in CI width for a forecaster who misses the interval relative to one who hits it. Forecaster and survey-quarter fixed effects are represented by \( \gamma_i \) and \( \omega_t \), respectively. Later, we also estimate specifications using changes in the upper and lower parts of the CI and using indicators that activate when the forecaster misses the interval from above or below.

In each set of regressions, we estimate different specifications of the model’s control variables. We begin by estimating the model with no control variables, then add individual forecaster and fixed time effects. One important example of time fixed effects is unexpected return volatility, which we assume is the same for all forecasters at each survey date. Intuitively, higher unexpected volatility might increase beliefs of future volatility, which would widen a forecaster’s confidence interval regardless of whether or not the previous forecast hit the interval. Therefore, in our third specification, we replace the general time fixed effects with the volatility controls described in Section 2.4.

5.1. Hitting or Missing the Confidence Intervals

Table 4 presents estimates of the baseline regression in equation (2), i.e., from regressing changes in CI width on an indicator that activates when forecasters miss their confidence intervals. With no controls in column (1), the estimated effect of missing the interval is a widening of the subsequent CI by a significant 4.4 pp more than a forecaster who hits the interval. Adding forecaster fixed effects in column (2) increases this estimate slightly to 5.2 pp.

Controlling for both forecaster and time fixed effects in column (3), we find that a forecaster who misses the CI widens their subsequent interval by 7.5 pp more than a forecaster who hits the CI. This is our baseline result and it is statistically significant at less than the 1% level. To calculate the total change in CI width for a forecaster who hits the interval, we sum the constant, average forecaster fixed effects, and average time fixed effects. To then calculate the total change for a forecaster who misses the interval, we add the coefficient on the indicator, \( \beta \). Across all forecasters and surveys, the total change in CI width for the
Table 4: The Impact of Missing the Confidence Interval on Confidence Interval Widths

<table>
<thead>
<tr>
<th></th>
<th>( \Delta \text{ CI Width} )</th>
<th>( \Delta \text{ CI Width} )</th>
<th>( \Delta \text{ CI Width} )</th>
<th>( \Delta \text{ CI Width} )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( (1) )</td>
<td>( (2) )</td>
<td>( (3) )</td>
<td>( (4) )</td>
</tr>
<tr>
<td>Miss CI</td>
<td>4.35***</td>
<td>5.21***</td>
<td>7.52***</td>
<td>4.76***</td>
</tr>
<tr>
<td></td>
<td>(13.00)</td>
<td>(11.97)</td>
<td>(13.99)</td>
<td>(10.93)</td>
</tr>
<tr>
<td>Unexpected Vol.</td>
<td></td>
<td>0.15***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(6.73)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exp. Change in Vol.</td>
<td></td>
<td></td>
<td>0.16**</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(2.15)</td>
<td></td>
</tr>
<tr>
<td>Total ( \Delta \text{ CI Width} )</td>
<td>1.61***</td>
<td>1.88***</td>
<td>1.99***</td>
<td>1.75***</td>
</tr>
<tr>
<td></td>
<td>(8.58)</td>
<td>(8.93)</td>
<td>(3.13)</td>
<td>(8.18)</td>
</tr>
<tr>
<td>Total %( \Delta \text{ CI Width} )</td>
<td>13.0%</td>
<td>15.2%</td>
<td>16.2%</td>
<td>14.2%</td>
</tr>
<tr>
<td>Forecaster Fixed Effects</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Time Fixed Effects</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td>Volatility Controls</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>Observations</td>
<td>4,643</td>
<td>4,643</td>
<td>4,643</td>
<td>4,643</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>0.035</td>
<td>0.041</td>
<td>0.126</td>
<td>0.068</td>
</tr>
</tbody>
</table>

* t statistics in parentheses. **, *** denote significance at the 0.10, 0.05, and 0.01 levels under the assumption of a single test. Regression of the change in CI width on indicator that activates when the realized return missed the confidence interval. Total \( \Delta \text{ CI Width} \) is the total change in CI width for a forecaster that misses the CI, calculated by summing the constant, fixed forecaster effects, fixed survey effects, and coefficient on the indicator. Total %\( \Delta \text{ CI Width} \) is the estimated total change in CI width divided into the average initial CI for all forecasters who missed the interval (12.3%). Unexpected volatility is the difference between realized volatility and RV-based forecast of volatility (see Section 2.4). Expected change in volatility is the difference between forecast of volatility and one-year-ago realized volatility.
average forecaster who hits the CI is approximately $-5.6$ pp, i.e., a narrowing of the CI. The average forecaster who misses the CI instead widens their interval by approximately 2.0 pp. The average initial CI width among forecasters who missed is 12.3%, and thus the percentage change for forecasters who missed is approximately 16.2%. This estimate is both statistically and economically significant.

Replacing general time fixed effects with only volatility controls in column (4), the estimated difference between forecasters who miss relative to those who hit decreases to 4.8 pp. Interestingly, the estimate from controlling only for volatility is very similar to the estimate with no time fixed effects, but smaller in magnitude, implying that the time fixed effects are capturing more than just our estimated volatility effects. The fact that the common volatility controls produce half the explanatory power emphasizes the need for individual fixed effects to capture additional heterogeneous beliefs about expected volatility.

These effects are consistent with the predictions of our model. When forecasters hit the CI, the new interval narrows, and when forecasters miss the CI, the new interval widens. We call this learning.\(^\text{15}\) However, as discussed in Section 2, forecasters’ intervals are far too tight relative to the distribution of historical returns. Further, forecasters remain miscalibrated throughout our entire sample. The magnitudes of the changes in CI width shed light on why: although forecasters are indeed updating their intervals in the appropriate direction when they miss, the size of the change, though economically significant, is not enough to attain proper calibration. We return to this topic in Section 6.

5.2. Asymmetries: Missing High vs. Low and Upper vs. Lower CI

In the model of Bayesian learning developed in Section 4, a forecaster who misses the interval high, i.e., the realized return is higher than the upper bound, updates their new forecast the same way as a forecaster who misses the interval low, i.e., the realized return is lower than the lower bound. Departing from this symmetry that arises from the simplifying assumptions of the model, Table 5 presents estimates from regressing the total change in CI width on indicators that activate when the forecaster misses their interval high or low. Specifically, we estimate the regression

$$ \Delta \text{CI}_{it} = \alpha + \beta_H \cdot \text{Miss CI High}_{it} + \beta_L \cdot \text{Miss CI Low}_{it} + \gamma_i + \omega_t + \epsilon_{it}, \quad (3) $$

where, as in equation (2), $\Delta \text{CI}_{it}$ is the level change in CI width for forecaster $i$ between time $t$ and $t - 1$, forecaster fixed effects are $\gamma_i$, and time fixed effects are $\omega_t$. The indicator

\(^{15}\)Appendix B addresses the robustness of our results. We find evidence of learning when we explicitly control for regression to the mean, and we rule out the possibility that forecasters’ update their beliefs using the simple ARCH model presented in Section 4.2.
Miss CI High\(_t\) activates when the realized S&P 500 return at time \(t\) is larger then the upper bound of the CFO’s interval produced at time \(t − 1\), and Miss CI Low\(_t\) activates when the realized return is less than the lower bound of the CFO’s interval. If the realized return falls within the interval, both indicators are equal to zero. The coefficients \(\beta_H\) and \(\beta_L\) measure the additional change in CI width for a forecaster who misses the interval high or low, respectively, relative to a forecaster who hits the interval. Again, measuring the total change in CI width for a forecaster requires summing the constant, forecaster effects, survey effects, and the coefficient on the indicator. For the sake of brevity, Table 5 includes only three estimated specifications of the model: no fixed effects, individual forecaster and general time fixed effects, and individual forecaster and volatility fixed effects.

With no controls in column (1), forecasters who miss high widen by 3.2 pp more than those who hit the interval, while forecasters who miss low widen by 6.9 pp relative to those who hit. In total, forecasters who miss high widen by 0.4 pp, which is only 3.2% of the average initial CI width for forecasters who miss high (13.3%). On the other hand, forecasters who miss low widen by 4.1 pp in total, which is 39.8% of the average initial CI width for forecasters who miss low (10.4%). These estimates are all statistically significant.

The estimates with forecaster and time fixed effects tell a different story. Forecasters who miss high widen by 8.7 pp more than those who hit, and 3.0 pp in total, or almost 23% of the average initial width of forecasters who miss high. These estimates are significant at less than the 1% level. Forecasters who miss low widen by 5.5 pp more than those who hit, and this estimate is significant at the 1% level. However, the estimated total change in CI width for forecasters who miss low is not precisely estimated.

When general time fixed effects are replaced with volatility controls common to each forecaster, the estimates are similar to those in column (1) with only forecaster fixed effects. Forecasters who miss high widen by 4.3 pp more than those who hit, and 1.1 pp in total, or approximately 8.4% of the average initial CI width of forecasters who miss high. Forecasters who miss low widen by 6.6 pp more than those who hit, and 3.5 pp in total, approximately one-third of the average initial CI width of forecasters who miss low.

Overall, the estimates in Table 5 make clear that forecasters who miss high widen their intervals differently than forecasters who miss low.\(^{16}\) The regression with individual forecaster and general time fixed effects implies that forecasters who miss high widen more than those who miss high, while the other regressions imply the opposite.

To further explore this ambiguity, we analyze how the upper and lower portions of the

\(^{16}\) In each regression, the coefficients on the miss high and miss low indicators are statistically different at less than the 1% level.
Table 5: The Impact of Missing the Interval High or Low on Confidence Interval Width

<table>
<thead>
<tr>
<th></th>
<th>( \Delta ) CI Width</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
</tr>
<tr>
<td>Miss CI High</td>
<td>3.17***</td>
<td>8.68***</td>
<td>4.25***</td>
</tr>
<tr>
<td></td>
<td>(8.94)</td>
<td>(13.28)</td>
<td>(9.28)</td>
</tr>
<tr>
<td>Miss CI Low</td>
<td>6.86***</td>
<td>5.46***</td>
<td>6.60***</td>
</tr>
<tr>
<td></td>
<td>(16.02)</td>
<td>(6.43)</td>
<td>(9.62)</td>
</tr>
<tr>
<td>Unexpected Vol.</td>
<td></td>
<td>0.09***</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(3.02)</td>
<td></td>
</tr>
<tr>
<td>Exp. Change in Vol.</td>
<td></td>
<td>0.20**</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2.55)</td>
<td></td>
</tr>
<tr>
<td>Miss CI High</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total ( \Delta ) CI Width</td>
<td>0.43*</td>
<td>3.01***</td>
<td>1.11***</td>
</tr>
<tr>
<td></td>
<td>(1.91)</td>
<td>(4.22)</td>
<td>(3.93)</td>
</tr>
<tr>
<td>Total %( \Delta ) CI Width</td>
<td>3.2%</td>
<td>22.7%</td>
<td>8.4%</td>
</tr>
<tr>
<td>Miss CI Low</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total ( \Delta ) CI Width</td>
<td>4.12***</td>
<td>-0.21</td>
<td>3.45***</td>
</tr>
<tr>
<td></td>
<td>(12.53)</td>
<td>(-0.22)</td>
<td>(6.44)</td>
</tr>
<tr>
<td>Total %( \Delta ) CI Width</td>
<td>39.8%</td>
<td>-2.0%</td>
<td>33.3%</td>
</tr>
<tr>
<td>Forecaster Fixed Effects</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Time Fixed Effects</td>
<td>N</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td>Volatility Controls</td>
<td>N</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>Observations</td>
<td>4,643</td>
<td>4,643</td>
<td>4,643</td>
</tr>
<tr>
<td>R²</td>
<td>0.053</td>
<td>0.129</td>
<td>0.071</td>
</tr>
</tbody>
</table>

\( t \) statistics in parentheses. *, **, *** denote significance at the 0.10, 0.05, and 0.01 levels under the assumption of a single test. Regression of the change in CI width on indicators that activate when the forecast return misses the interval high or low. The forecaster missed the interval high if the realized return was higher than the upper bound of the confidence interval. If the realized return was lower than the lower bound of the interval, the forecaster missed the interval low. Total \( \Delta \) CI Width is the total change in CI width for a forecaster that misses the CI, calculated by summing the constant, fixed forecaster effects, fixed survey effects, and coefficient on the indicator for missing high or low. Total %\( \Delta \) CI Width is the estimated total change in CI width divided into the average initial CI for all forecasters who missed the interval high (13.3%) or low (10.4%). Unexpected volatility is the difference between realized volatility and RV-based forecast of volatility (see Section 2.4). Expected change in volatility is the difference between forecast of volatility and one-year-ago realized volatility.
interval change when forecasters hit or miss their CIs high or low. As detailed in Section 2.2, CFOs in our sample provide separate lower and upper bounds of their confidence intervals, allowing us to construct the upper portion of the CI as the distance between the upper bound of the CI and the point forecast of the return. Similarly, the lower portion of the interval is the distance between the point forecast and the lower bound of the CI. Since we are interested in analyzing the shape of the CI and whether it changes, we focus on changes in each part of the CI to ignore effects of the CI changing because of changes in the point forecast.\textsuperscript{17} Specifically, this section presents estimates from the regressions

\[ \Delta \text{ Upper CI}_{it} = \alpha + \beta_H \cdot \text{Miss CI High}_{it} + \beta_L \cdot \text{Miss CI Low}_{it} + \gamma_i + \omega_t + u_{it}, \] \hspace{1cm} (4)
\[ \Delta \text{ Lower CI}_{it} = \alpha + \beta_H \cdot \text{Miss CI High}_{it} + \beta_L \cdot \text{Miss CI Low}_{it} + \gamma_i + \omega_t + u_{it}, \] \hspace{1cm} (5)

where $\Delta \text{ Upper CI}_{it}$ is the change in the upper portion of the CI (UCI) and $\Delta \text{ Lower CI}_{it}$ is the change in the lower portion of the CI (LCI). The coefficients $\beta_H$ and $\beta_L$ measure the additional change in UCI or LCI width for a forecaster who misses the interval high or low, respectively, relative to a forecaster who hits the interval. On average, the UCI was 5.0% wide for forecasters who missed high and 4.4% wide for forecasters who missed low, and the LCI was 8.3% wide for forecasters who missed high and 5.9% for forecasters who missed low.

Each pair of columns in Table 6 presents estimates of equations (4) and (5). In the first two columns, we do not control for fixed effects. In total, forecasters who miss high widen the UCI by approximately 4.8%, while the estimated total change in the LCI for forecasters who miss high is not statistically different from zero. Forecasters who miss low widen the UCI by 31.4% and widen the LCI by 46.0%.

In columns (3) and (4), we control for forecaster fixed effects and general time fixed effects. In total, forecasters who miss high widen the UCI by 38.2% and the LCI by 13.4%, while forecasters who miss low narrow the UCI by 30.2%. The estimated total change in the LCI for forecasters who miss low is not statistically different from zero. In columns (4) and (5), we replace general time fixed effects with volatility controls. In this specification, forecasters who miss high widen the UCI by 13.0% and the LCI by 5.6%, while those who miss low widen the UCI by 16.0% and the LCI by 46.2%.

Overall, our results indicate that forecasters who miss high widen the upper interval more than the lower interval, while forecasters who miss low widen the lower interval more than the

\textsuperscript{17}Further results are shown in the appendix. Appendix C.1 presents results on changes in the upper and lower bounds of the CI when forecasters miss the interval, and Appendix C.2 presents results on changes in the upper and lower parts of the CI when forecasters miss the interval.
upper interval. This implies that upon missing high, and controlling for the possibility that the entire interval shifts upward, forecasters change the shape of their interval, increasing the rightward-skew of their interval and placing a larger probability on a larger return realization. Similarly, upon missing low, forecasters increase the leftward-skew of their interval, placing a larger probability on a smaller return realization.

This evidence suggests that forecasters are aware of and respond not only to whether they missed their intervals, but also to whether the observed return was above or below their interval. Forecasters shift more mass to the upper portion of the CI when missing high, and shift more mass to the lower portion of the CI when missing low. We take this as further evidence that is consistent with learning.

Figure 8: Recalibration and Experience

This figure shows the total change in the $j^{th}$ predicted CI for a forecaster that misses the interval. Specifically, from the regression equation (6), each point is the sum of the constant, average forecaster and time fixed effects, and the coefficient $\beta_j$, which represents the additional widening of the $j^{th}$ predicted CI. The dashed reference line is the baseline estimate for total change in CI width for all forecasts, 1.99 pp, corresponding to specification (2) in Table 4.
Table 6: The Impact of Missing the Interval High or Low on Upper and Lower Confidence Intervals

<table>
<thead>
<tr>
<th></th>
<th>$\Delta$ UCI (1)</th>
<th>$\Delta$ LCI (2)</th>
<th>$\Delta$ UCI (3)</th>
<th>$\Delta$ LCI (4)</th>
<th>$\Delta$ UCI (5)</th>
<th>$\Delta$ LCI (6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Miss CI High</td>
<td>1.42*** (8.24)</td>
<td>4.01*** (12.84)</td>
<td>1.96*** (8.95)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.75*** (6.55)</td>
<td>4.67*** (9.33)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Miss CI Low</td>
<td>2.57*** (12.35)</td>
<td>0.78* (1.93)</td>
<td>2.02*** (6.18)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4.29*** (13.32)</td>
<td>4.68*** (7.20)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unexpected Vol.</td>
<td></td>
<td></td>
<td></td>
<td>0.07*** (4.78)</td>
<td>0.02 (0.98)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exp. Change in Vol.</td>
<td></td>
<td></td>
<td></td>
<td>0.06* (1.68)</td>
<td>0.13** (2.32)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Miss CI High</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total $\Delta$ Width</td>
<td>0.24** (2.17)</td>
<td>1.90*** (5.56)</td>
<td>0.64*** (4.79)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.19 (1.14)</td>
<td>1.11** (2.04)</td>
<td>0.46** (2.17)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total $%\Delta$ Width</td>
<td>4.8% (5.6%)</td>
<td>38.2% (13.4%)</td>
<td>13.0% (5.6%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.3% (8.6%)</td>
<td>13.4% (11.05%)</td>
<td>5.6% (6.77%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Miss CI Low</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total $\Delta$ Width</td>
<td>1.39*** (8.67)</td>
<td>-1.33*** (-2.94)</td>
<td>0.71*** (2.77)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.74*** (11.05)</td>
<td>(1.55)</td>
<td>2.75*** (6.77)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total $%\Delta$ Width</td>
<td>31.4% (16.0%)</td>
<td>-30.2% (18.9%)</td>
<td>46.2% (16.0%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>46.0% (30.2%)</td>
<td>18.9% (16.0%)</td>
<td>46.2% (16.0%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Forecaster FE</td>
<td>N N Y Y Y Y</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time FE</td>
<td>N N Y Y N N</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vol. Controls</td>
<td>N N N N Y Y</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>4,643 4,643</td>
<td>4,643 4,643</td>
<td>4,643 4,643</td>
<td>4,643 4,643</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.033 0.037</td>
<td>0.109 0.085</td>
<td>0.054 0.046</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$t$ statistics in parentheses. *, **, *** denote significance at the 0.10, 0.05, and 0.01 levels under the assumption of a single test. Regression of the change in sizes of the upper and lower portions of the confidence interval on indicators that activate when the forecaster missed the interval high or low. The upper portion of the confidence interval (UCI) is the distance between the upper bound and the forecast. The lower portion of the confidence interval (LCI) is the distance between the forecast and the lower bound. Total $\Delta$ Width is the total change in UCI or LCI width for a forecaster that misses the CI, calculated by summing the constant, fixed forecaster effects, fixed survey effects, and coefficient on the indicator for missing high or low. Total $\%\Delta$ Width is the estimated total change in UCI or LCI width divided into the average initial UCI or LCI for all forecasters who missed the interval high or low. On average, the UCI was 5.0% wide for forecasters who missed high and 4.4% wide for forecasters who missed low, and the LCI was 8.3% wide for forecasters who missed high and 5.9% for forecasters who missed low. Unexpected volatility is the difference between realized volatility and RV-based forecast of volatility (see Section 2.4). Expected change in volatility is the difference between forecast of volatility and one-year-ago realized volatility.
5.3. Recalibration and Experience

In this section, we study learning over time as CFOs become more experienced with forecasting.\(^{18}\) Similar to the specification in equation (2), we present estimations from the regression

\[
\Delta \text{CI}_t = \alpha + \sum_{j=1}^{N} \beta_j \cdot \text{Miss CI}_t \cdot I\{\text{Response} \# = j\} + \gamma_i + \omega_t + u_{it},
\]

(6)

where the coefficient \(\beta_j\) measures the additional widening of the \(j^{th}\) predicted CI for a forecaster who misses the interval.\(^{19}\) Controlling for forecaster and general time fixed effects, Figure 8 plots the total change in the \(j^{th}\) CI for a forecaster that misses the interval for responses one through ten. The dashed line is the baseline result in column (2) of Table 4 that, on average, forecasters who miss the interval widen their subsequent CI by 1.99 pp in total.

As forecasters respond more often to the survey, they generally learn less from each subsequent miss of their predicted intervals. Forecasters who miss the interval on their first response widen their intervals by approximately 3.0 pp, 50% more than our baseline estimation for all responses, and this estimate is statistically different than zero. By the ninth response, however, the learning has effectively vanished. While these results on experience are outside the scope of the simple model of Bayesian learning developed above, these findings are consistent with the notion of CFOs learning from their mistakes and with diminishing returns to learning.

6. Learning and Miscalibration

Consistent with a model of Bayesian learning, forecasters learn from their mistakes when they miss their forecasted confidence intervals and update their beliefs. Of the 4,643 forecasts matched with return realizations and new forecasts made by CFOs in our sample, approximately 70% miss the confidence interval. Of these, half of CFOs learn and widen their subsequent confidence intervals. Since these CFOs forecast wider confidence intervals, they should be better calibrated. Indeed, we find that the group of CFOs that misses and learns hits the confidence interval just over 50% more than the group of CFOs that misses and does not learn. However, both groups are still poorly calibrated: those who do not learn

\(^{18}\)Murphy and Winkler (1977) find that weather forecasters have well-calibrated beliefs and suggest this is due to the frequent feedback on the accuracy of their predictions.

\(^{19}\)Recall from Figure 1 that CFOs often respond to the survey multiple times, and that over 400 respondents have responded to the survey at least nine times.
hit the confidence interval 19% of the time, while those who learn hit the confidence interval 29% of the time. This is because although CFOs learn, their confidence intervals are not widened by nearly enough to attain proper calibration.

6.1. Observed Updating vs. Required Updating

Even conditional on learning, CFOs land within the 80% confidence interval only 29% of the time, which is evidence of severe and persistent miscalibration. This is not surprising given the magnitude of updating for CFOs who learn. Recall that the average confidence interval of a CFO who misses the interval is 12.8 pp, and that the historical distribution of S&P 500 returns suggests that the appropriate width for the confidence interval is closer to 40 pp. We find that the average forecaster who learns updates their interval by 7.5 pp, and that subsequent episodes of learning update the interval by less.

As a result, even a CFO that learns does not widen the new interval by enough to attain proper calibration. To measure the degree of updating required to attain proper calibration, we construct a hypothetical updated forecast of the confidence interval, and ensure it is wide enough such that it contains the subsequent realized return. We then compare the width of this hypothetical confidence interval to each forecaster’s actual updated confidence interval. On average, CFOs who missed the interval and learned would need to widen their subsequent intervals by an additional 23.1 pp, roughly four times as large as the changes we estimate in our baseline specification (column 2 of Table 4).

Figure 9: Differences Between Hypothetical and Actual Changes in CI Width by Survey Date

This figure shows the average difference between actual and hypothetical CI width updating for all responses by survey (calculated using Repeat Forecasts, see Table 1). The hypothetical change is the change in the CI width that would have occurred had the forecaster constructed a hypothetical confidence interval (HCI) such that (i) the realized return just hit the HCI and (ii) the HCI had the same symmetry as the actual confidence interval.
The hypothetical forecast is constructed as the narrowest confidence interval required such that the realized return falls just inside. If the forecaster misses low, the new hypothetical lower bound is exactly the observed return, and the upper bound is chosen to maintain the same asymmetry as the forecaster’s actual confidence interval. Similarly, if the forecaster misses high, the hypothetical upper bound is exactly the observed return and the hypothetical lower bound is chosen to maintain the same asymmetry. This serves to scale the confidence interval while maintaining its original shape.

We then calculate the hypothetical change in the width of the confidence interval, and by how much more or less the individual forecaster should have, on average, updated their interval. In Figure 9, we calculate the average difference between actual and hypothetical CI width by survey. Comparing this to the percentage of CFOs that hit their interval in each survey in Figure 2, the dates on which forecasters generally performed worse are also those for which the forecasters failed to update by the largest amounts. Altogether, we find that forecasters who miss the interval update their intervals, as predicted by Bayes’ rule, but because they fail to widen by enough, they remain miscalibrated.

6.2. Individual Forecasters

In this section, we analyze the behavior of several forecasters for whom we observe a long series of forecasts. These forecasters are not chosen at random. First, we highlight two forecasters whose behavior is consistent with our model, then discuss one forecaster whose behavior is less consistent with our models and discuss the implications.

6.2.1. Forecaster #1363

Figure 10 shows the evolution of CI widths for forecaster #1363. We have 17 observations for which we can observe the previously forecasted CI, the realized return, and the new forecast. For each survey date, the grey area represents the previously forecasted CI from one year ago. The red circle is the realized return and the black interval is the newly forecast CI for the one-year-ahead return.

Forecaster #1363’s behavior is largely consistent with the predictions of our Bayesian model. In the first four observations of Figure 10, the forecaster hits the CI and subsequently narrows their confidence interval. In the fifth and sixth observations, corresponding to 2007Q4 and 2008Q1, the forecaster hits the CI and widens their new interval which is inconsistent with learning. In both cases, the forecaster lowers the upper bound of the interval, but also lowers the lower bound of the interval by a large enough amount such that the net effect is to widen the CI.

The forecaster misses the CI for the next three observations and, in each case, widens the confidence interval. It is interesting that in 2008Q4 and 2009Q1, despite missing the CI
Figure 10: Evolution of CIs for Forecaster #1363

Evolution of confidence intervals for Forecaster #1363. For each survey date, the gray area is the one-year-ago forecast of the confidence interval. The red circle is the realized return at each date, and the black interval is the new forecast CI for the one-year-ahead return. The average CI width for all responses is 34.1 pp.

low by more than 20%, both times the forecaster increases the upper bound of the CI and leaves the lower bound unchanged. In 2010Q2, the forecaster hits the CI but widens the interval. For the next four observations, the forecaster hits the CI and subsequently narrows the interval. In the last observation, the forecaster hits the CI and very slightly widens the new interval.

6.2.2. Forecaster #2265

Figure 11 illustrates the evolution of Forecaster #2265’s 17 confidence intervals. We again find that the forecaster’s behavior is largely consistent with Bayesian learning, especially in the later surveys. Of the first five observations, three are inconsistent with the predictions of our model. In 2010Q1 and 2011Q1, the forecaster misses and narrows, while in 2011Q2, the
Evolution of confidence intervals for Forecaster #2265. For each survey date, the gray area is the one-year-ago forecast of the confidence interval. The red circle is the realized return at each date, and the black interval is the new forecast CI for the one-year-ahead return. The average CI width for all responses is 31.5 pp.

forecaster hits and widens. The remaining 12 observations all display behavior consistent with our model: missing widens the CI, while hitting narrows it.

We note that the forecaster’s later behavior is more consistent with our model. This may imply that with more experience in making forecasts, Forecaster #2265 becomes a “better” Bayesian learner.

6.2.3. Forecaster #126

Forecaster #126 is an example of a CFO who does not appear to be a Bayesian learner as described by our model. In the first six observations in Figure 12, the forecaster’s behavior is consistent with our model only once. In the first observation, for 2006Q4, the forecaster misses high and though they move the interval upward, the overall width is smaller. In
Evolution of confidence intervals for Forecaster #126. For each survey date, the gray area is the one-year-ago forecast of the confidence interval. The red circle is the realized return at each date, and the black interval is the new forecast CI for the one-year-ahead return. The average CI width for all responses is 23.5 pp.

2008Q1, the forecaster hits the CI and narrows, as predicted by the model. In the next four observations, between 2010Q3 to 2011Q2, the forecaster misses all four times but either keeps the CI roughly the same or narrows it.

The forecaster then hits the CI three times from 2011Q3 to to 2012Q1 but, each time, subsequently widens the CI. For the next five observations from 2012Q3 to 2013Q4 (excluding 2013Q3, for which we have no response), the forecaster misses the CI each time but narrows their next CI. In each instance, the forecaster misses high and, as expected, raises their lower bound. However, the forecaster keeps almost the exact same upper bound in each case, thus narrowing the total interval length.

The forecaster’s behavior is consistent with our model in four of the final five observations. Overall, however, the forecaster’s behavior is not in line with the predictions of our Bayesian
model. At the same time, the evidence suggests some form of systematic updating on the forecaster’s part. Though the forecaster is not a Bayesian learner as described by our model, we cannot rule out that they are using some other model to update their beliefs.

6.3. Learning from Extremes

Figure 13: Evolution of CFO’s Belief of CI Width

This figure plots the cumulative average CI width of the CFO with the largest number of responses in our sample (44 responses).

In the introduction, we noted that four CFOs provided more than 40 forecasts. Figure 13 shows the CFO with 44 responses, the largest number of responses in our sample. In this case, the initial confidence interval was only 5%, indicating very poor calibration. Over the next 17 forecasts, the CFO learned and increased their cumulative average CI width to 13%. This increase of 160% is economically significant, but still not enough to attain the proper 40.6% width consistent with historical returns. By the 44th forecast, the average confidence internal is still about 13%. Interestingly, this CFO has the widest final confidence interval among the four CFOs that provided more than 40 forecasts.
These results maybe consistent with what Kahneman (2011, ch. 11) calls an “adjust-and-anchor heuristic.” CFOs move from the anchor (in our context, the belief of the variance) with new information but “the adjustment typically ends prematurely” because they are “no longer certain than they should move further.” Indeed, as David Viniar, then-CFO of Goldman Sachs, famously remarked in 2007, “The lesson you always learn is that your definition of extreme is not extreme enough.” 20 Even after more than 40 forecasts, none of these four CFOs appear to have learned the definition of extreme, and the other three CFOs with long histories are even more miscalibrated than the one featured in this subsection.

7. Conclusions

Senior financial executives’ beliefs of the mean of the distribution of S&P 500 returns are accurate, but they appear to systematically underestimate the variance of this distribution. We refer to this as miscalibration, a type of overconfidence. We track the performance of individual forecasters over time and test whether CFOs learn from their mistakes.

In particular, in response to observing newly realized returns, CFOs generally appear to update their beliefs of volatility in a manner directionally consistent with Bayesian learning. If the realized return falls outside of their forecasted confidence interval, they increase their belief of the variance. CFOs also update their beliefs asymmetrically. For example, after missing the interval on the upside, CFOs adjust the upper bound of their intervals more so than the lower bound.

Despite this learning, CFOs remain badly miscalibrated. While the evidence shows that the updating is large and economically significant, it is not large enough to attain proper calibration. CFOs who miss the interval update on average by approximately 7.5 pp, but would need to update by an additional 23.1 pp to attain proper calibration. Our simple model demonstrates that this sluggish updating is connected to the strong conviction with which CFOs hold their beliefs.

How can this extreme overconfidence persist? The framework that we have provided might be helpful, but it is not enough to resolve this puzzle. We observe that CFOs learn and argue that the slow updating is consistent with very strong prior beliefs about the variance process. But with enough time, our framework implies the CFOs should obtain proper calibration. However, even the forecasters with the longest track records do not converge.

Appendix A. Bayesian vs. Knightian Uncertainty

This appendix briefly describes the differences, in our context, between Bayesian and Knightian uncertainty. Consider a CFO who knows that the return distribution is normally distributed and knows the variance, but is uncertain about the mean of the distribution.

A forecaster with Bayesian uncertainty forms a distribution of beliefs about the unknown parameter. For example, assume that her distribution of beliefs about the mean is normally distributed around 10%, with some variance that indicates the conviction of her belief. In this sense, she conceptualizes a “distribution of distributions” with respect to the return distribution. On the other hand, a forecaster with Knightian uncertainty may believe that the mean of the return distribution is either 8% or 12%. Knightian uncertainty is operationalized by specifying preferences that collapse the set of possible distributions into a single distribution.\footnote{We focus on Bayesian learning as a natural starting point but our analysis is also related to the broader literature on non-Bayesian learning (e.g., Epstein et al., 2008)). In particular, Epstein and Schneider (2007) develop a method for learning under Knightian uncertainty. Applying this method to asset prices, Epstein and Schneider (2008) show that ambiguity averse investors respond more to negative news than to positive news. In our context, a Bayesian agent is certain about the type of distribution of returns, but learns and updates her beliefs about the parameters governing the distribution. In contrast, a Knightian agent is unsure of the distribution of returns, and learns about the possible set of distributions.}

In this simple example, if the Knightian CFO were to treat the two possible distributions as two random variables and linearly combine them with equal weight, her beliefs would be equivalent to those of the Bayesian CFO. In general, agents with Knightian certainty combine their beliefs using some nonlinear rule, such as worst-case beliefs or multiplier preferences (see, for example, Strzałcki, 2011).

In reality, Bayesian and Knightian uncertainty likely coexist. At times, there might be heightened Knightian uncertainty about the entire distribution of future returns. In what follows, we assume that forecasters have a good idea of the underlying distribution but are only Bayesian-uncertain about the exact parameters.

Appendix B. Robustness to Alternative Updating Rules

Appendix B.1. Increases or Decreases in Absolute Forecast Error

In this section, we assess whether the observed updating is consistent with the simple ARCH(1) model in Section 4.2 without Bayesian learning (i.e., with parameter certainty). We determine whether the absolute forecast error, $|r_t - \hat{r}_t|$, is higher for the survey at time $t$ versus at time $t - 1$. If so, and the forecaster is learning, then the forecast for volatility, $\sigma_{t+1}$, should be higher than the previous forecast for volatility and the confidence interval
Table A1: The Impact of Increases in Absolute Forecast Error on Confidence Intervals

<table>
<thead>
<tr>
<th></th>
<th>Δ CI Width</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1) (2) (3)</td>
</tr>
<tr>
<td>Abs. Error Increased</td>
<td>1.65*** -0.80  0.49</td>
</tr>
<tr>
<td></td>
<td>(2.84) (-0.87) (0.81)</td>
</tr>
<tr>
<td>Unexpected Vol.</td>
<td>0.17***</td>
</tr>
<tr>
<td></td>
<td>(5.86)</td>
</tr>
<tr>
<td>Forecaster Fixed Effects</td>
<td>Y Y Y</td>
</tr>
<tr>
<td>Time Fixed Effects</td>
<td>N Y N</td>
</tr>
<tr>
<td>Volatility Control</td>
<td>N N Y</td>
</tr>
<tr>
<td>Observations</td>
<td>1.875 1.875 1.875</td>
</tr>
<tr>
<td>R²</td>
<td>0.006 0.098 0.030</td>
</tr>
</tbody>
</table>

$t$ statistics in parentheses. *, **, *** denote significance at the 0.10, 0.05, and 0.01 levels under the assumption of a single test. Regression of the change in CI width on indicator that activates when absolute forecast error increases between the realized return today and the realized return four quarters ago. Regressions include 1,875 forecasts for which the four- and eight-quarter-ago forecast by the same respondent is available. The four-quarter-ago response is required the calculate the absolute forecast error for this period. The eight-quarter-ago forecast is required calculate the absolute forecast error from four quarters ago. Unexpected volatility is the difference between realized volatility and RV-based forecast of volatility (see Section 2.4). Expected change in volatility is the difference between forecast of volatility and one-year-ago realized volatility.

should widen. If the absolute forecast error is instead smaller, the confidence interval should narrow.

Table A1 presents estimation results from regressing the change in CI width on an indicator variable that activates when the absolute forecast error has increased. In the first column, without controlling for unexpected volatility, an increase in absolute forecast error leads to a significant widening the confidence interval by approximately 1.65 pp. Given that the average CI is 15.6% wide, this represents a modest 11% widening.

With time fixed effects, we no longer estimate a significant effect of the increase in absolute forecast error on changes in interval widths. We find similarly imprecise effects if we control only for unexpected volatility using either the GARCH or RV specifications. This is consistent with periods of high unexpected volatility yielding wider intervals regardless of absolute forecast error. These results are inconsistent with the simple model presented above, and we conclude that forecasters do not update their beliefs of volatility using a simple ARCH model.
Appendix B.2. Regression to the Mean

The key idea behind learning is that forecasters respond to new information. In its simplest form, learning may involve using observed returns to inform beliefs. In our context, forecasters learn by combining prior beliefs with newly observed returns to form posterior beliefs.

Alternatively, there are theories of the evolution of beliefs that do not require forecasters to respond to new information. One such theory that may be observationally consistent with our form of learning is regression to the mean (see Kahneman, 2011, chapter 17). This statistical phenomena manifests itself in many ways. Consider a simple example of the “Sports Illustrated Cover Jinx,” defined by Wikipedia as “an urban legend that states that individuals or teams who appear on the cover of Sports Illustrated magazine will subsequently be jinxed (experience bad luck).” In most cases, however, the so-called jinx can easily be explained by regression to the mean. For an athlete to appear on the cover of Sports Illustrated, they must have performed extremely well, both by their own personal standards but also in comparison to the multitude of their competitors. It is reasonable to think that this athlete will be unable to outdo their own spectacular performance in the subsequent year, and will thus regress back towards their regular performance. What appears to be a curse is merely the effect of being selected based on abnormally high performance, which, statistically, is unlikely to persist.

In our context, suppose our sample includes the extreme scenario of a CFO with a constant belief of the variance, i.e., she does not update her belief at any point in time. Despite the constant belief, however, it is reasonable to assume there may be some small randomness in the CFO’s recall of her belief or in the way she fills out the survey. This randomness is zero on average but may induce the forecaster to report beliefs either smaller or larger than her true belief. These random shocks would induce variation in our data, despite the fact that her beliefs are constant. Further, if in one survey the reported belief of the variance is smaller than the true belief due to a negative random shock, then by regression to the mean, we should expect that in the next survey, the reported belief will be closer to the true belief and thus larger. Similarly, if the reported belief is larger than the true belief, then we would expect that in the next survey, the reported belief will be smaller.

As noted above, these changes are observationally equivalent to the evolution of beliefs we would expect from a Bayesian learner. However, it seems reasonable to believe that forecasters’ beliefs evolve due to both learning and regression to the mean. To test for the presence of regression to the mean, we run the following regression, as in Barnett et al.
\[ CI_{it} = \alpha + \beta \cdot \text{Miss CI}_{it} + \xi \cdot (CI_{t,t-1} - \overline{CI}_{t-1}) + \gamma_i + \omega_t + u_{it}, \]  

(B.1)

where \( CI_{it} \) is the CI width for forecaster \( i \) at time \( t \), \( \overline{CI}_t \) is the cross-sectional average CI width at time \( t \), and Miss CI\(_{it}\) is an indicator that activates when the realized S&P 500 return at time \( t \) misses the CFO’s interval produced at time \( t - 1 \). The coefficient \( \beta \) measures the difference in CI width for a forecaster who missed the interval with their last prediction relative to one who hits it. Forecaster and survey-quarter fixed effects are represented by \( \gamma_i \) and \( \omega_t \), respectively.

The term \((CI_{t,t-1} - \overline{CI}_{t-1})\) controls for regression to the mean by measuring the distance between the cross-sectional average CI width and the individual forecaster’s CI width. Since the average effect of randomness is zero, there should be no randomness present in the cross-sectional average.\(^{22}\) Thus the larger is this difference, the more the forecaster’s prediction was from the average forecast. We should thus expect a negative estimate of \( \xi \). Indeed, the estimated value of \( \xi \) is \(-0.002\), but the standard error is \(0.017\) and thus the estimate is not statistically different than zero.

The estimated value of \( \beta \) is \(1.20\) with standard error \(0.392\), which is significant at less than the \(1\%\) level. This estimate says that, controlling for regression to the mean, the average CI width of a forecaster who missed the interval four quarters ago is \(1.20\) pp wider than that of a forecaster who hit the interval. This estimate is consistent with our analysis above that forecasters who miss the interval widen their subsequent predictions.\(^{23}\) Thus even in the presence of regression to the mean, we find evidence consistent with Bayesian learning.

**Appendix C. Additional Results**

*Appendix C.1. Changes in Lower and Upper Bounds of the Confidence Interval*

This section analyzes changes in the upper and lower bounds of the interval when forecasters hit or miss their CIs. Table A2 shows the results from regressing the changes in these bounds on an indicator that activates when the forecaster missed their CI. These results are directly comparable to those in Table 4.

\(^{22}\)We perform a similar analysis using the distance between the forecaster’s individual time-series average CI width and the current predicted width. The results are similar.

\(^{23}\)We note that, on its own, this estimate does not necessarily imply that forecasters who missed the interval widened their subsequent intervals. For example, it may be the case that forecasters who miss narrow by \(1.0\) pp and forecasters who hit narrow by \(2.2\) pp. For this reason, the analysis in this section is complementary to the analysis above.
For example, recall that with only forecaster fixed effects, missing the interval widened the CI by approximately 5.2 pp. The estimate in column (1) shows that most of this change is driven by an increase in the upper bound. Similarly, when controlling for time fixed effects, the majority of the total change is driven by increasing the upper bound. However, there is a large and significant effect of widening from lowering the lower bound. This effect is smaller and less precisely estimated when controlling only for volatility time effects.

Table A3 presents estimates from regressing the changes in the upper and lower bounds on indicators that activate when forecasters miss the interval high or low. Controlling only for forecaster fixed effects, missing high raises the upper bound by 5.0 pp and the lower bound by 1.1 pp. The estimates are similar when controlling for volatility time effects. Controlling for more general fixed time effects, however, the estimated change on the upper bound when missing high is larger while the change in the lower bound is smaller.

With only forecaster fixed effects, forecasters who miss low increase their upper bounds by 3.5 pp and decrease their lower bounds by 4.8 pp. Controlling for general time fixed effects, we find instead that missing low lowers both the upper and lower bounds. The estimates when controlling for only volatility time effects imply that the volatility controls explain most of the estimated impact of the time fixed effects on changes in the lower bounds. The estimated effects on the upper bounds is not significant at traditional levels, implying again that there are other time fixed effects driving the changes.

Appendix C.2. Changes in Upper and Lower Parts of the Confidence Interval

In column (1) of Table A4, we see that with only forecaster fixed effects, forecasters who miss the CI widen the upper portion of their intervals by approximately 2.2 pp. From column (2), the lower portion of the interval widens by approximately 3.0 pp. Together, these sum to the total widening of 5.2 pp reported in column (1) of Table 4.

With forecaster and time fixed effects, forecasters who miss the CI widen the upper portion of their intervals by 2.8 pp more than those who hit the CI, and widen the lower portion of their intervals by 4.7 pp more than those who hit the CI. In the final two columns with volatility controls instead of general time fixed controls, these estimates decrease to 1.9 and 2.8 pp, respectively, implying that the volatility controls are only one part of the fixed time effects.

Appendix D. Selection

One might worry that forecasters select into our sample. For example, only the forecasters who are more amenable to learning (as defined in Section 6) select into the sample, biasing our results upwards. A more natural assumption is that the really bad forecasters drop out
Table A2: The Impact of Missing the Interval on Upper and Lower Bounds

<table>
<thead>
<tr>
<th></th>
<th>Δ UB</th>
<th>Δ LB</th>
<th>Δ UB</th>
<th>Δ LB</th>
<th>Δ UB</th>
<th>Δ LB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td>(4)</td>
<td>(5)</td>
<td>(6)</td>
</tr>
<tr>
<td>Miss CI</td>
<td>4.57***</td>
<td>-0.64*</td>
<td>4.98***</td>
<td>-2.54***</td>
<td>4.30***</td>
<td>-0.45</td>
</tr>
<tr>
<td></td>
<td>(16.14)</td>
<td>(-1.66)</td>
<td>(14.16)</td>
<td>(-5.33)</td>
<td>(15.14)</td>
<td>(-1.16)</td>
</tr>
<tr>
<td>Unexpected Vol.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.09***</td>
<td>-0.06***</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(6.02)</td>
<td>(-3.13)</td>
</tr>
<tr>
<td>Exp. Change in Vol.</td>
<td>0.06</td>
<td>-0.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1.21)</td>
<td>(-1.52)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Forecaster Fixed Effects</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Time Fixed Effects</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Volatility Controls</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Observations</td>
<td>4,643</td>
<td>4,643</td>
<td>4,643</td>
<td>4,643</td>
<td>4,643</td>
<td>4,643</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.073</td>
<td>0.001</td>
<td>0.144</td>
<td>0.090</td>
<td>0.090</td>
<td>0.008</td>
</tr>
</tbody>
</table>

$t$ statistics in parentheses. *, **, *** denote significance at the 0.10, 0.05, and 0.01 levels under the assumption of a single test. Regression of the change in the upper (UB) and lower (LB) bounds of the confidence interval on an indicator that activates when the realized return missed the confidence interval. Unexpected volatility is the difference between realized volatility and RV-based forecast of volatility (see Section 2.4). Expected change in volatility is the difference between forecast of volatility and one-year-ago realized volatility.

of our sample, biasing our results downwards. We think the selection issue is not a first-order problem for two reasons.

First, the Duke-CFO survey has a large number of question and the stock market forecasts are a minor part of the survey. It seems unlikely that CFOs would drop the entire survey because of their performance on a single question.

Second, the likelihood of participating in the survey four quarters after a CFO provides an initial forecast is 31.4%. For those who ex post missed the interval with their initial forecast, probability decreases by a modest 3.5 pp. The attrition is not significant and inconsistent with a selection problem.
Table A3: The Impact of Missing the Interval High or Missing Low on Upper and Lower Bounds

<table>
<thead>
<tr>
<th></th>
<th>Δ UB (1)</th>
<th>Δ LB (2)</th>
<th>Δ UB (3)</th>
<th>Δ LB (4)</th>
<th>Δ UB (5)</th>
<th>Δ LB (6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Miss CI High</td>
<td>5.03***</td>
<td>1.11***</td>
<td>8.57***</td>
<td>-0.11</td>
<td>5.57***</td>
<td>1.32***</td>
</tr>
<tr>
<td></td>
<td>(16.81)</td>
<td>(2.79)</td>
<td>(20.68)</td>
<td>(-0.19)</td>
<td>(19.09)</td>
<td>(3.31)</td>
</tr>
<tr>
<td>Miss CI Low</td>
<td>3.50***</td>
<td>-4.75***</td>
<td>-1.35**</td>
<td>-6.81***</td>
<td>-0.30</td>
<td>-6.90***</td>
</tr>
<tr>
<td></td>
<td>(9.57)</td>
<td>(-9.78)</td>
<td>(-2.50)</td>
<td>(-9.12)</td>
<td>(-0.68)</td>
<td>(-11.55)</td>
</tr>
<tr>
<td>Unexpected Vol.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.25***</td>
<td>0.16***</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(13.41)</td>
<td>(6.34)</td>
</tr>
<tr>
<td>Exp. Change in Vol.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-0.02</td>
<td>-0.22***</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(-0.40)</td>
<td>(-3.23)</td>
</tr>
<tr>
<td>Forecaster Fixed Effects</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Time Fixed Effects</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Volatility Controls</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.079</td>
<td>0.052</td>
<td>0.201</td>
<td>0.105</td>
<td>0.139</td>
<td>0.063</td>
</tr>
</tbody>
</table>

$t$ statistics in parentheses. *, **, *** denote significance at the 0.10, 0.05, and 0.01 levels under the assumption of a single test. Regressions of the change in the upper (UB) and lower (LB) bounds of the confidence interval on indicators that activate when the forecaster missed the interval high or low. Unexpected volatility is the difference between realized volatility and RV-based forecast of volatility (see Section 2.4). Expected change in volatility is the difference between forecast of volatility and one-year-ago realized volatility.
Table A4: The Impact of Missing the Interval on Upper and Lower Confidence Intervals

<table>
<thead>
<tr>
<th></th>
<th>Δ UCI (1)</th>
<th>Δ LCI (2)</th>
<th>Δ UCI (3)</th>
<th>Δ LCI (4)</th>
<th>Δ UCI (5)</th>
<th>Δ LCI (6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Miss CI</td>
<td>2.17***</td>
<td>3.04***</td>
<td>2.84***</td>
<td>4.67***</td>
<td>1.97***</td>
<td>2.79***</td>
</tr>
<tr>
<td></td>
<td>(10.51)</td>
<td>(9.27)</td>
<td>(11.02)</td>
<td>(11.38)</td>
<td>(9.51)</td>
<td>(8.46)</td>
</tr>
<tr>
<td>Unexpected Vol.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.07***</td>
<td>0.08***</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(6.34)</td>
<td>(4.90)</td>
</tr>
<tr>
<td>Exp. Change in Vol.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.06*</td>
<td>0.10*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(1.67)</td>
<td>(1.79)</td>
</tr>
<tr>
<td>Forecaster Fixed Effects</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Time Fixed Effects</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Volatility Controls</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>R²</td>
<td>0.032</td>
<td>0.025</td>
<td>0.097</td>
<td>0.085</td>
<td>0.054</td>
<td>0.040</td>
</tr>
</tbody>
</table>

*t statistics in parentheses. *, **, *** denote significance at the 0.10, 0.05, and 0.01 levels under the assumption of a single test. Regression of the change in sizes of the upper and lower portions of the confidence interval on an indicator that activates when the realized return missed the confidence interval. The upper portion of the confidence interval (UCI) is the distance between the upper bound and the forecast. The lower portion of the confidence interval (LCI) is the distance between the forecast and the lower bound. Economic Significance is the estimated change in size divided into the average initial size. The average initial upper CI is 6.0% and the average initial lower CI is 9.6%. Unexpected volatility is the difference between realized volatility and RV-based forecast of volatility (see Section 2.4). Expected change in volatility is the difference between forecast of volatility and one-year-ago realized volatility.
Appendix E. Proofs

Let the $t = 0$ denote the prior and $t = 1$ denote the posterior time periods. The prior belief $\gamma_0 = \beta_0/\alpha_0$ while the posterior belief $\gamma_1 = (\beta_1\epsilon_{t-1}^{-2})/\alpha_1$. Thus:

\[
\gamma_1 > \gamma_0
\]
\[
\frac{\beta_1\epsilon_{t-1}^{-2}}{\alpha_1} > \frac{\beta_0}{\alpha_0}
\]
\[
\frac{[\beta_0\epsilon_{t-1}^{-2} + \frac{1}{2}(r_t - \bar{r})^2]\epsilon_{t-1}^{-2}}{\alpha_0 + \frac{1}{2}} > \frac{\beta_0}{\alpha_0}
\]
\[
\beta_0 + \frac{1}{2}(r_t - \bar{r})^2\epsilon_{t-1}^{-2} > \beta_0 + \frac{1}{2}\frac{\beta_0}{\alpha_0}
\]
\[
(r_t - \bar{r})^2 > \frac{\beta_0}{\alpha_0}\epsilon_{t-1}^{-2}
\]

Recognizing that the expression on the right hand side is the variance at time $t$, we then arrive at the required expression:

\[
(r_t - \bar{r})^2 > \sigma_t^2
\]